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Description
In wireless networks, tasks such as resource allocation and estimation often require
solving optimization problems. High performance solutions often tend to involve costly
algorithms. Deep learning [1] proved successful in several domains such as computer
vision to handle extremely difficult problems efficiently. However, research on deep
learning was slow in signal processing due to concerns about its explainability and
robustness.

Recently, the topic of model-based deep learning and algorithm unrolling gained traction
in the signal processing community [2], [3]. The idea is to start from either a classical
algorithm or mathematical model, then augment it to allow learning through data. Re-
search shows that this method can produce performant deep networks which are both
efficient with respect to training data and adapt well in case of shifting domains [4].

In this thesis, you will investigate model-based deep learning in the context of signal
processing in cellular networks. The goal is to develop novel robust deep network ar-
chitectures that outperform their classical counterparts. Potential applications can be
in anomaly detection within communication networks or resilient resource allocation
strategies, depending on your interest.

A potential candidate should have familiarity with some of the following topics:

• Signal processing and wireless communication systems.

• Optimization, linear Algebra.

• Machine learning.

• Python (ideally NumPy and PyTorch).

Please contact Lukas Schynol (lschynol@nt.tu-darmstadt.de) if you are interested.
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